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Data became new oil

O 1943 1960 o 1986 O 1997 O 2006 O 2014 018 O 20 (@) ,
NI S T e T The world’s most valuable resource
is no longer oil, but data
The data economy demands a new approach to antitrust rules
O 19.:3 " (‘_‘J 1969 () 1089 i 1995 Oznu ﬁ 2017 Om:g () 20m

* Soon it appears, that “unrefined”
it cannot really be used

* Deep Neural Networks
dominance (black box models)

* Adoption of Al in sensitive and

May 6th 2017 < Share
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What can go wrong?
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B classified as turtle [ classified as rifle
B classified as other

H. Wu, S. Yunas, S. Rowlands, W. Ruan and J. Wahlstrém, "Adversarial Driving: Attacking End-to-End
Autonomous Driving," 2023 IEEE Intelligent Vehicles Symposium (IV), Anchorage, AK, USA, 2023, pp. 1-7, doi:
10.1109/1V55152.2023.10186386.



What can go wrong?

Paperclip Theory -- If you instructed a machine to
optimize its paperclip production, it would
eventually resort to dismantling objects such as
computers, refrigerators, or any metal-based

items once it depletes alternative sources of e

metal. This phenomenon is referred to as

. LAFS e TURSO READY
instrumental convergence. 10500 -3 ooz

https://nickbostrom.com/ethics/ai

Source: https://openai.com/research/faulty-reward-functions, 2016


https://openai.com/research/faulty-reward-functions

Predict the lecture quality

When we use Al,
we agree on

something
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When we use Al,
we agree on
something

Large number of examples: https://vkrakovna.wordpress.com/ai-safety-resources/
Stuart Russel: Human Compatible: Artificial Intelligence and the Problem of Control
Biran Christian: The Alignment Problem: Machine Learning and Human Values

Max Tegmark: Life 3.0



https://vkrakovna.wordpress.com/ai-safety-resources/

"But if machines are more
intelligent than humans, then
giving them the wrong
objective would basically be
setting up a kind of a chess
match between humanity and
a machine [...].

And we wouldn't win
that chess match."

Stuart Russel




"The development of
full artificial intelligence

could spell the end
of the human race"

Stephen Hawking



"If we build these devices
to take care of everything
for us, eventually they’ll
think faster than us and

they’ll get rid of the

slow humans to run

companies more
efficiently."

Steve Wozniak




We need to know why...

* Why model made such
decisions?

* What influenced the model
decision mostly?

 What should be changed to
change the model?

‘ * What should be changed to
change the model decision?

Otherwise, we will not be able to efficiently monitor and control their behaviour!



Where the true threats and opportunities lie?

* We should worry, but not panic > - "We're doomed": Internet reacts to robot that
<o can open doors

e Until 2018, it was enough to hide
behind the door

* The threat is in the decision-making Surces ot o T (CCOY 4.

STM Kargum, First flight 2017 — image recognition module to attack

area, which is unrelated to the

robots' motor skills or their ability to

open doors.
* General Al —the last invention of

humanlty And When WIII We Inve nt iro rce: https//wwwprop blica.org/article/machine-bias-risk-assess ments-in

It? iminal-sente
* John McCarthy answered it very S
precisely in 1977 ;)
* Stuart Russell —a few more

breakthroughs in Al are needed

e Let's use Alto understand more - High-stake decisions taken based
then there is a chance that we will on ML model predictions.
Ma ke bEtter AI IN the fUtU re. No dork-knob ability required to (2015 rok) Outdated, but still funny

do huge harm https://youtu.be/g0TaYhjpOfo


https://en.wikipedia.org/wiki/STM_Kargu

XAl and ML and bias

* COMPAS -- Correctional Offender Management Profiling for
Alternative Sanctions system

* It was actually deployed in US and used by judges

* It was a black-box model

Two Shoplifting Arrests

i £ it 2 4
W&_RNON'PRATER <& - BRISHA BORDEN
LOW RISK 3 HIGH RISK 8

/ BERNARD PARKER
. -
LOW RISK HIGH RISK 10

: JAWIES RIVELLI ‘ ERT CANNON
LOW RISK MEDIUM RISK 6

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



XAl and ML and bias

Sk

Two Petty Theft Arrests Two Drug Possession Arrests

* COMPAS -- Correctional Offender Management Profiling for
3 Alternative Sanctions system
‘) * It was actuaslly deployed in US and used by judges

* |t was a black-box model

Two Shoplifting Arrests

VERNON PRATER BRISHA BORDEN DYLAN FUGETT BERNARD PARKER JAMES RIVELLI ROBERT CANNON

Prior Offenses Prior Offense
1 domestic violence | petty theft
assault, 1
grar t, 1 petty Subsequent Offenses

Prior Offenses Prior Offenses Prior Offense Prior Offense

2 armed robberies, 1 4 juvenile 1attempted burglary 1 resisting arrest
attempted armed misdemeanors . AT without violence
Subsequent Offenses

robbery
D Subsequent Offenses 3 drug possessions Subsequent Offenses

Subsequent Offenses None None

1 grand theft

theft, 1 drug trafficking None

Subsequent Offenses
1 grand theft

LOW RISK HIGH RISK 8 LOW RISK HIGHRISK 10 LOW RISK MEDIUM RISK

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
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XAl and ML and bias

O ®

Microsoft's racist chatbot Tay lasted 16 hours and
being shut down for racist comments

Google's still cannot find gorillas (neither MS or
Apple) after issue reported by Jacky Alciné in 2015
(as of May 2023)

Jigsaw (part of Alphabet) released dataset which

purpose was prediction of online comments toxicity.

There is unintended bias in the data posed by
humans
What else can go wrong?

Black Defendants’ Risk Scores

White Defendants’ Risk Scores

Risk Score




Brief (not full) Al history

1943 1960
Thresholded ADALINE
Logic Unit Widrow &
S. McCulloh & Hoff
W. Pitts

Perceptron

R. Rosenblatt

1958

1986 1997
Backpropagati LSTMs
on Hochreiter &
David E. Schmidhuber
Rumelhart

XOR Problem

M. Minsky & S. CNNs

Papert Yann LeCun

1969 1989

1995

SVMs

2006

Autoencoders

Hinton

Alex Net
A. Krizhevsky

2012

2014 2018
GANs GPT-1, Bert
|. Goodfellow OpenAl,
Google
Transformers
Ashish Vaswani,
Google
2017

2020

GPT-3
OpenAl

DALL-E
OpenAl

2021

2022

ChatGPT, Bard

OpenAl,
Google



Open letter, DARPA,

OPEN-LETTER

Research Priorities for Robust and
Beneficial Artificial Intelligence: An

Open Letter

There is now a broad consensus that Al research is progressing steadily, and that its impact on society is

likely to increase. The potential benefits are huge, since everything that civilization has to offer is a product

of human intelligence. Because of the great potential of Al, it is important to research how to reap its benefits

while avoiding potential pitfalls.

Signatures
Add your

11251 signature

October 28, 2015

https://futureoflife.org/open-letter/ai-open-letter/

RODO

"..the data subject and
the right to obtain
human intervention, to
express his or her point
of view, to obtain an
explanation of the
decision reached after
such assessment and to
challenge the decision"

(Released) 2016

AI System

Y7 A

hezpefensianchatantl

= We are entering a new
age of Al applications

+ Machine learning is the
core technology

- Machine learning models
are opague, non-
intuitive, and difficult for
people to understand

(2016)

RODO, Al Act

DoD and non-DoD
Applications
Transportation

Security
Medicine
Finance
Legal
Military

« Why did you do that?

+ Why not something else?

+ When do you succeed?

+ When do you fail?

« When can I trust you?

* How do I correct an error?

https://www.darpa.mil/program/explainable-artificial-intelligence

Al Act

Legal framework for building Al systems
(under developpment)



Biometric-
based systems

Administration Critical
C of justice Infrastructure

* The Al Act classifies Al according to its risk: E— EU Al Act
. . oy . . processes & i -Fi Education
o Unacceptable risk is prohibited (e.g. social pol.campaigns high-risk Al

Systems

scoring systems and manipulative Al, real-time
biometric identification systemsn, assesing

emotional state of a person, predictive pricing). N S _
Law enforcements may be allowed to use Migration & "ot reguiated systems recognition
thsese under high risk classification ;) A

o High-risk Al systems — the main focus of Al Act.
Most of the Al systems used in law, or critical
areas.

o Limited risk Al systems, subject to lighter
transparency obligations: developers and
deployers must ensure that end-users are aware

Bgaetptfgﬁ\e/sa)re interacting with Al (chatbots and "High-risk Al systems shall be designed and

o Minimal risk is unregulated (including the developed in such a way as to ensure that their
majority of Al applications currently available on operationis sufficiently transparent to enable
the EU single market, such as Al enabled video ~ deployers to interpret a system’s output and use
games and spam filters — at least in 2021; thisis it appropriately.”
changing with generative Al).

Law Employment/
enforcement HR

Public services;
Finance &
Insurance



XAl and ML

Hybrid modelling approaches

: , ew explainability-preserving modelling approaches
XATI's future N plainability-f ing modelling approacl
research arena Interpretable feature engineering
High
o
ost-hoc explamability techniques
© Post-1 lainabili hni
; Interpretability-driven model designs
o
<
<
—
.
EO
Low

Low High
Model interpretability



XAl and ML and bias

Historical bias Measurement bias

Representation bias

¢ Historical bias occurs when the state of
the world in which the data was
generated is flawed.

® Representation bias occurs when
building datasets for training a model, if
those datasets poorly represent the
people that the model will serve.

* Measurement bias occurs when the
accuracy of the data varies across
groups. This can happen when working
with proxy variables (variables that take
the place of a variable that cannot be
directly measured), if the quality of the
proxy varies in different groups.

Aggregation bias Evaluation bias

Deployment bias

» Aggregation bias occurs when groups e Evaluation bias occurs when evaluating * Deployment bias occurs when the

are inappropriately combined, resulting
in a model that does not perform well
for any group or only performs well for
the majority group. (This is often not an
issue, but most commonly arises in
medical applications.)

a model, if the benchmark data (used to
compare the model to other models
that perform similar tasks) does not
represent the population that the model
will serve.

problem the model is intended to solve
is different from the way it is actually
used. If the end users don’t use the
model in the way it is intended, there is
no guarantee that the model will
perform well.

Harini Suresh and John Guttag. 2021. A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle. In Equity and Access in Algorithms, Mechanisms, and Optimization (EAAMO '21).
Association for Computing Machinery, New York, NY, USA, Article 17, 1-9. https://doi.org/10.1145/3465416.3483305



Historical bias

Shifting trends in the gender pay gap

e Historical bias occurs when the
state of the world in which the
data was generated is flawed.

Rejected due to
historical bia




Representation bias

* Representation bias occurs when building datasets for training a
model, if those datasets poorly represent the instances that the
model will serve.

Open Images ImageNet
WF cC
0.0% 0.0%
IE IE
2210/0 0.5% 0.5%
AT AR
0.7% us 1.0%
MX 45.4% ES
1.1% 2.5%
AU
2.8%
GB CA CA
12.9% 3.7% 3.0%
FR ES GB IT

4.3% 4.1% 7.6% 6.2%



Measurement bias

* Measurement bias occurs when the accuracy of the data varies across groups.
This can happen when working with proxy variables (variables that take the place
of a variable that cannot be directly measured), if the quality of the proxy varies

in different groups.

Water Consumption
Dom full properties

Median ki/month
for March 2017
I 0-105
B 106-12
121-14
P 14.1-16
Bl 6.1-20
B 20.1-99

, g ‘ » | !‘-_/' e E—— B e P : :
>‘ ' CoCT, 2017 R
{ , /I' v‘\




Measurement bias

* Measurement bias occurs when the accuracy of the data varies across groups.

This can happen when working with proxy variables (variables that take the place
of a variable that cannot be directly measured), if the quality of the proxy varies

in different groups.

Census 2011
1 dot = 1 individual

Percentage in Informal
Standalone Housing

RO-R39,537.17

R39,537.17-R77,992.85
I R77,992.85-R124,689.06
I R124,689.058-R200,492.71
-R200,492.71—R1 ,091,651.80

CoCT, 2017

Water Consumption
Dom full properties

Median ki/month
for March 2017

[ o-105
[ 106-12

121-14
B 14.1-16
Bl 5.1-20
B 20.1-99




Measurement bias

 Measurement bias occurs when the accuracy of the data varies across groups.
This can happen when working with proxy variables (variables that take the place
of a variable that cannot be directly measured), if the quality of the proxy varies
in different groups.

"Give me the man and |

¥ Staten
Island

will give you the case

against him"

Some areas inhabitted by | E,RNON"PR TER 8

people of specific skin LOW RISK 3 HIGHRISK 8

color, are more often
patroled by the police
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Aggregation bias

e Aggregation bias occurs when groups are inappropriately combined,
resulting in a model that does not perform well for any group or only
performs well for the majority group. (This is often not an issue, but most
commonly arises in medical applications.)

Education Comparison of Two Distributions with Marked Means

100
Low 1 1 1 BEE Distribution 1 (mean=4.95)

: 9 Distribution 2 (mean=10.02)
1 == Mean 1 =495

== Mean 2 = 10.02

== Aggregated Mean = 7.49




Evaluation bias

 Evaluation bias occurs when evaluating a model, if the benchmark data
(used to compare the model to other models that perform similar tasks)
does not represent the population that the model will serve.

ImageNet

us
45.4%

GB

7.6%




Deployment bias

* Deployment bias occurs when the problem the model is intended to
solve is different from the way it is actually used. If the end users
don’t use the model in the way it is intended, there is no guarantee
that the model will perform well.

i, H im r&\

-
3 7

ChatGPT
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XAl and ML and bias x ~

. model AGGREGATION
tr‘;g:;"g definition | BIAS model
output
. Real world
world population aataser implications
_ ' : run post-process,
population ‘ measure- preprocessing, model = - integrate into system, %
/’ —|_selection "}“ | ment > train/test split _ human interpretation
REPRESENT- MEASURE- l
data eva DEPLOYMENT
generation ATION BIAS MENT BIAS Ej data ‘ BIAS
v evaluaton |
HISTORI

BIAS

measurement

EVALUATION

benchmarks

Harini Suresh and John Guttag. 2021. A Framework for Understanding Sources of Harm throughout the Machine Learning Life Cycle. In Equity and Access in Algorithms, Mechanisms, and Optimization (EAAMO '21).
Association for Computing Machinery, New York, NY, USA, Article 17, 1-9. https://doi.org/10.1145/3465416.3483305



Meassuring and mitigating bias

* Equalized odds vs.
Demographic parity

e Equality of Opportunity
* Disparate Impact

e Counterfactual Fairness

Rejected Candidates

Accepted Candidates

. Majority group
. Minority group

Pr(Y|D=unprivileged) —Pr(Y|D=privileged) =

Rejected Candidates

2aaaasasaa
2aaasdsnad
11111TETY
ddddadaaad
ddadadaaad
adaaadaaad
dddacasssn
2222282dads

Prediction should be independent of the attribute D (for instance skin
color). In equalized odds, we can add more constrints (e.g.
qualitfication)

Accepted Candidates

. Majority group

. Minority group
Actually qualified

X Qualified, but rejected



Meassuring and mitigating bias

° Equalized odds vs. Pr(Y=1|D=unprivileged, Y=1) -Pr(Y=1|D=privileged,Y=1) = 0

Demogra phIC Pa rity Prediction should be independent of the attribute D (for
instance skin color) but only for a specific class

° E q ua I ity Of O p po rt un ity Rejected Candidates Accepted Candidates

 Disparate Impact 2222222444 22222

* Counterfactual Fairness 2222222244 aaaad
111111111 22224
AhAAncssaa 13144
AAAAARERER ...
TTTTT11 T s

PIVDRBITDD X e
$144 P




Meassuring and mitigating bias

Pr(Y=1|D=unprivileged)
Pr(Y=1|D=privileged)

* Equalized odds vs.

De MOgra ph IC Pa rity Similat to equal opportunity, but measuring it as a ratio, not
difference

* E q ua I ity Of O p p O rt un ity Rejected Candidates Accepted Candidates

» Disparate Impact 2222222444 22222

* Counterfactual Fairness 2222222244 aaaad
111111111 22224
AhAAncssaa 13144
AAAAARERER ...
TTTTT11 T s

PIVDRBITDD X e
$144 P




Meassuring and mitigating bias

Pr(Y;| D=unprivileged) —Pr(Y;| D=privileged) = 0

* Equallzed Equallzed We only have informaiton about D for small subset of data. Wantoto
odds vs. De MOgra phIC check whether a classifier produces the same result for one individual
pa rity as it does for another individual who is identical to the first, except with

respect to one or more sensitive attributes.

e Equality of Opportunity

Rejected Candidates Accepted Candidates

* Disparate Impact 11ttttttt 1111

* Counterfactual Fairness ““““az aa2ad
11111111 aaaaa
11111111t 114114
111111111 S—
111111111 I
4444414141 TR
2222222288



Meassuring and mitigating bias

* Pre-processing

o Unawareness - In this technique, we attempt to decrease algorithmic bias by
removing sensitive/protected attributes from training data. This is called
unawareness.

o Reweighting, downsampling
o Augmentation — new data generaiton, counterfactual augmentation

* In-modelling

o Prejudice Remover Regularizer — ML model that adds regularizaiton term to
assure fairness

* Post-processing

o MLDebiaser — debiasing the output of balck-box model with additional
calibration



Examples of

Algorithm 2

Words that A2
Posting| . Athei¢
Hostl Prediction

o=

Representation spaces

Layer name Neural architecture
Softmax OO Panda
3rd hidden O O O O
2nd hidden OO OO
1st hidden O O O Q
A
Inputs g

Algorithm 1
Words that A1 P

6o @ 1ouen

mean| Prediction correct:
anyor J

this|
Koresh)
through
Document

From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hq.verdix.com
Organization: Verdix Corp

Lines: 8

Document

From: pauld@verdix.com (Paul Durbin)
Subject: Re: DAVID CORESH IS! GOD!
Nntp-Posting-Host: sarge.hq.verdix.com
Organization: Verdix Corp

Lines: 8

M. T. Ribeiro, S. Singh, and C. Guestrin, ‘““Why Should | Trust You?”: Explaining the Predictions of Any Classifier’, in
Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, New York,

NY, USA, Aug. 2016, pp. 1135-1144. doi: 10.1145/2939672.2939778.

Conformal

School Bus

Nearest neighbors

Nonconformal

.—'va..

el

Papernot, N., & Mcdaniel, P. (2018). Deep k-Nearest Neighbors: Towards Confident, Interpretable and
Robust Deep Learning. ArXiv, abs/1803.04765.

Boxer: 1.1e-20

Airliner: 0.9999
(C) Grad-CAM “Dog”

Adversarial image

Boxer: 0.4 Cat: 0.2
a) Original image
=]

Space shuttle: le-5
(f) Grad-CAM *“Space Shuttle”

Airliner: 0.9999
(e) Grad-CAM *“Airliner”

Tiger Cat: 6.5e-17
(d) Grad-cam “Car”
R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, i D.
Batra, , Grad-CAM: Visual Explanations from Deep Networks via
Gradient-Based Localization”, w 2017 IEEE International Conference
on Computer Vision (ICCV), paz. 2017, s. 618-626. doi:
10.1109/ICCV.2017.74.



()

Price ($)

1
IF age between 18-20 and sex is male THEN predict arrest (within 2 years)
0.5 ELSEIF age between 21-23 and 2-3 prior offenses THEN predict arrest

g ELSE IF more than three priors THEN predict arrest
petal_width \?’1 0 ELSE predict no arrest.
-0.5
<1.2 >=1.2
conf=1.0 conf=1.0 20 30 40 50 60 70 80
—¥ 34— Rudin, C. Stop explaining black box machine
petal_leng| petal_leng| = . . . .
£ learning models for high stakes decisions
e 0 o O o O o’ Sodels
1o 1o a9 4o 3 L T — o and use interpretable models instead. Nat
- . - h > <7 5 Q. g &, Yoo g 7 5 9 TP 2 ()
conf=1.0 conf=1.0 conf=1.0 conf=1.0 - 3 5 & -7 & T .9 G g S - - . .
<73 s W K, e, 2o g 57, S5, Y9, 634 63, )‘9-5 5> 87 Mach Intell 1,206-215 (2019)
class class class class htt pS://dOi.O rg/]. 0 1038/542256'019'0048'X
0[0.96] 0[0.94] 0[0.01] 0[0.01]
1[0.03] 1[0.05] 1[0.85] 1[0.07] H : :
Moo Moo oo Moo Yln Lgu_, Rich Caruané, Johénn_es th rke, .and Giles Hookgr. Accurate
intelligible models with pairwise interactions. In Proceedings of the
19th ACM SIGKDD international conference on Knowledge discovery
and data mining, 623—-631.2013.
fLxI=0,+0 x,+0,x +..+0, X, Black footed albatross
Indigo bunting
= Cardinal
- Clay colored sparrow
Common yellowthroat
Similarity score
L A A A )
T T T Al
T o Convolutional layers f Prototype layer g, Fully connected layer & Output logits
sq. ft. X

C. Chen, O. Li, C. Tao, A. J. Barnett, J. Su, i C. Rudin, ,This Looks Like That: Deep Learning for
Interpretable Image Recognition”. arXiv, 28 grudzien 2019. doi: 10.48550/arXiv.1806.10574.



What is so difficult?

* An explanation that is not understandable

* An explanation that is intended for someone
else

* An explanation that is incorrect
* An explanation that is correct, but not true!

reg d n boundary
. i-": ‘.-
. e .’.' .o ":. "
LI . " n - .
- . 8 H o -
e .
. . - . '” I .
o :-: =.-
o b, s =ilo
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Pre-modelling, Post-modelling methods, In-
modelling

* Pre-modeling methods
= Exploratory data analysis, knowledge discovery
= Prototypes-critics

* Post-modelling methods
= Global: PDP, ICE, ALE, Feature importances,

surrogate models, etc.
= |ocal: SHAP, LIME, Lore, LUX, GradCam, etc. —> —>

= C{)unterfactual explanations: DICE, Wach, CEM,
etc.

= Adversarial examples

* In-modelling methods

= Sitmple models: Linear regression, decision trees,
etc

= ProtoPNet, Self Explainable Neural Networks, etc.
= Explainable Boosting Machines

Data Training Model



Glassbox and whitebox

XAl

Model
understanding

Glassbox

4 C v 2 —




Local vs Global explanations

Local
explanations
204 / 2 [
15- 154
10 1.0
0.5 0.5
0.0 0.0
~0.5- . | 0.5
10 "‘.“ RALTFEIT g “‘:.' 1 ol
151 . e ) s
-1 LT 1 PR Lt \ ’ 7
Global

explanations




Model-agnostiv vs. Model specific

Model-
agnostic

Model-
specific

BLACKBOX




Classification of XAl methods
Map of Explainability Approaches

Transparent
Models

Explainability
Approaches

Model types
Logistic / Linear
regression

Decision Trees

K-Nearest
Neighbours :
\

Rule-based \

leamers \
Generative

Additive Models

Bayesian Models

Random Forest \

Explainability
Explainability Principles
Categories T
leamer

Explanation by -
Simplification 5

1 Decision tree

| Influence
/ functions
/

7 —

7 2l Sensitivity
Feature relevance /
explanation \ Game theory

inspired

Interaction based

| Rule-based
R leamer

Linear
approximation

N Counterfactuals

| \ _ Sensitivity
\_\ v \ Visual
\ Opaque /| Support Vector |\ Post-Hoc explanations A
Models Machines /| Explainability Dependency plots |\
\| Multi-layer Neural |/ \
Network Rule-based
\ / leamer
‘ 7
\ | Explanation by |~ | Decision trees /
\ /| Simplification \ prototypes
\ ) //’ "\\
\ Model-Specific \/ Distillation
A
\
\! Feature relevance f Feature

explanation importance

Popular Techniques
(examples)

SHAP

Anchors

LIME

Counterfactual
instances

ICE

PDP

InTrees



s XAl a new oil to Artificial Intelligence?

Or maybe XAl is new 42 of Artificial
Intelligence?

To make use of explanation, you need
to understand what question it
answers

There are explanations which are
technically correct, but not useful or
not understandable to the addressee

Y- pr '
2 Yes,al*though't it over qwte
Pthoroughi')} Iit’s42.

correct but inconsistent with domain £
knowledge, or with ML model |

There are explanations that are

Goebel, R. et al. (2018). Explainable Al: The New 42?. In: Holzinger, A., Kieseberg, P., Tjoa, A., Weippl, E. (eds) Machine Leaming and Knowledge
Extraction. CD-MAKE 2018. Lecture Notes in Computer Science(), vol 11015. Springer, Cham. https://doi.org/10.1007/978-3-319-99740-7_21



This is not a new idea

To explain an event is to provide some information about its causal history.

In an act of explaining, someone who is in possession of some information about the causal history of
some event - explanatory information, | shall call it - tries to convey it to someone else. - David Lewis

= Different approaches

e Intelligibility of the system
e |nterpretability of models
e Explainability of ML models

4
y’ Social
Science

mm Old topic

~  Human-Computer
Interaction
/

Artificial
Intelligence |

e Expert systems

e Recommender systems
e Context-aware systems
e Machine learning




Why XAl is nhon trivial

In an act of explaining, someone who is in possession of some information

Artificial intelligence / XAl Most often feature importance

about the causal history of some event - explanatory information,

Why input to the model generated such output

I shall call it - tries to convey it to someone else.

Human



Evaluation of XAl methods

e Types of evaluation approaches
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e Popular Quality measures
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Fidelity (local and global)
Stability

Consistency

Coverage

Certainty
Representativeness
Simplicity/Comprehensability

e Ready to use frameworks
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Quantus

https://github.com/under standable-

machine-intelligen ce-lab/Quantus
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User study on comprehensi

methods

i S B2 L
T

C o €

Il:t['i:.' ‘ E

Explanations

5

§

Presentation shides
—_—

QO 0 Q
(OO
39 participants diided

into three different groups
based on initial survey

2 Think-aloud protocosl
ﬁ Thirmats My

Rmm

Methods

PROBLEMS HESPONSES

bility of XAl

TRANSCRIPTS
spraker_bd
question_kd

prohbem_{d

text

apeaker id can be matched
with participant_id

VISUALIZATION MODIFICATIONS

participant_id

MEEE;I.IA_EI.IMMAR‘I’

ﬁl.fl-ﬁ TTONS

10.5281/zeno0do.11448395

B
H:ﬂilp"":;m Codi original_order gquestion_id
m:l.ﬂ' ;I::'__ - |maxgds theme columns] W order
P : - E:MUL" participant_id slide_mamae question_text
prediction_certainty
= = mlifeeakion
dirtails
5:! PROBLEMY T \‘ LSLIIES
andidoe 1d problem_id CONERDOE
[survey content columns] [features columns] — maxgda_theme!
- - odel_class [ slide_name
articipant_id ne? B
s pantt made]l_probability commeank




All in all, everything starts from the data

Scatterplot of price versus size and condition
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Thank you for your attention!
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