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DNN are blackboxes, but excellent blackboxes

• DNN can be treated as any 
other Balckbox model and 
analyzed with all sorts of 
model-agnostic approaches 
(SHPA, PDP, LIME)

• There are plenty of methods 
that were crafted for DNN to 
understand or debug their 
operation

• There is also a new trend in 
building self-explainable DNN



Post-hoc methods for DNN



Class activation maps (CAM)

• It exploits locality of CNN arhcitecture

• It uses latent representation from last
CNN layer as class activation maps

• Requires modifications to the 
architecture, i.e. injecting Global 
Average Pooling (GAP) at the end

• Requires re-training of GAP (with 
frozen weights of CNN layers)

• It might be to restrictive for more
complex tasks than simple
classification

• In fact, we are explaining only the last
feature map

B. Zhou, A. Khosla, A. Lapedriza, A. Oliva and A. Torralba, "Learning Deep Features for Discriminative 
Localization," in 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, 
NV, USA, 2016 pp. 2921-2929.



GradCAM

• Motivation: come up with CAM-like 
asrchitecture that not restricts the 
architecture

• It also uses features maps produced 
by the last CNN layer of the model

• IN GradCAM we base on gradients, 
not weights

• Instead of GAP, we use 
backpropagation to obtain partial 
derivatives

• Positive gradient contribute to the 
given class

• We apply average pooling to obtain 
the weights for feature map

• The scores are passed to ReLU to cut 
all negative values R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh and D. Batra, "Grad-CAM: Visual Explanations from Deep Networks 

via Gradient-Based Localization," 2017 IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 2017, pp. 618-
626, doi: 10.1109/ICCV.2017.74.
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K stands for 
k feature maps

Total number of pixels in feature map

K-th feature map



Ante-hoc methods for DNN



DNN are blackboxes, but excellent blackboxes



ProtoPNet

C. Chen, O. Li, C. Tao, A. J. Barnett, J. Su, and C. Rudin, ‘This looks like that: deep learning for interpretable image 
recognition’, in Proceedings of the 33rd International Conference on Neural Information Processing Systems, 
Red Hook, NY, USA: Curran Associates Inc., 2019, pp. 8930–8941.
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• Main -- Train the prototypes, 
with CNN fixed, and custom loss 
function

• Push – to visualize, replace 
prototype with patches closest 
to prototype

• Fine-tune the last layer



Prost and cons of ProtoPNet

• Pros
• It is explainable mdel (no post-hoc 

operations)

• It is proven to work on fine-
grained datsets (all categories are
similar, e.g. birds spieces, car 
models, etc.)

• Cons
• Training is complex (warm-up, 

main, push fine-tuning)

• Not suitable for not fine-
grained datasets (ProtoPNet still
does not work on ImageNet)

• Large number of prototypes

• Classes cannot share prototypes



Self-explainable Neural Netowrks (SENN)

D. Alvarez-Melis and T. S. Jaakkola, ‘Towards robust interpretability with self-explaining neural networks’, in 
Proceedings of the 32nd International Conference on Neural Information Processing Systems, in NIPS’18. Red Hook, 
NY, USA: Curran Associates Inc., Dec. 2018, pp. 7786–7795.

• The authors use an idea of a 
concept (e.g. prototype)

• They introduce relevance 
component that ensures that the 
input can be interpreted 
through concepts and relevance 
scores

• The aggregater is an additive, 
interpretable funcion (e.g. linear)



Multi-Task Learning for Explainability



Influential instances

• Updating the model parameter (x-axis) 
by forming a quadratic expansion of the 
loss around the current model 
parameter, and moving 1/n into the 
direction in which the loss with 
upweighted instance z (y-axis) improves 
most.

• This upweighting of instance z in the loss 
approximates the parameter changes if 
we delete z and train the model on the 
reduced data.



AIRA Seminar (this Thursday)



Thank you for your attention!
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